
CHAPTER 3

Tensor Networks

Quantum learning involves systems with many degrees of freedom (e.g. many
qubits), which are described by tensor products of Hilbert spaces. In some circum-
stances, the standard notation describing operators and states in tensor product
Hilbert spaces can be unwieldy, and obscures certain structural intuitions. Here we
develop a standardized diagrammatic notation for manipulating tensors on tensor
product Hilbert spaces which illuminates various kinds of proofs. We will use this
notation on occasion in this book.

Before diving into our review, we begin with an anecdote. One of the earlier
usages of tensor diagrams is by Roger Penrose, which is why in some communities
such diagrams are called ‘Penrose graphical notation’. Penrose relayed to one of
the authors the following story. When Penrose was a PhD student at Cambridge
under the direction of Hodge, he developed his graphical notation to help him
better visualize certain proofs in algebraic geometry. One day when he met with
Hodge to report his progress, Penrose used these diagrams on Hodge’s blackboard;
Hodge was puzzled since he had never seen such diagrams before. Penrose said
that he would go write up a note explaining the notation to Hodge, and did so in
the ensuing week. He gave Hodge a 50 page manuscript with many diagrams, and
by Penrose’s account, Hodge thought that Penrose must have lost his mind, given
that he was claiming tensor algebra could be performed by manipulating a bunch of
squiggles. Penrose was of course correct, and so we commence with the squiggles.

1. Review of tensor network diagrams

As promised, the so-called ‘tensor network’ diagrams will render the index
contraction of higher-rank tensors more transparent than standard notations. Our
discussion here is based o! of [CCHL22], and we also refer the interested reader
to [Lan11, BC17] for a more comprehensive overview of tensor networks.

Diagrams for individual tensors

Throughout, a rank (m, n) tensor will mean a multilinear map T : H→↑m →H↑n ↑
C. If {|i↓} is an orthonormal basis of H, then in bra–ket notation T admits the
expansion

T =
∑

i1,...,im
j1,...,jn

T i1···im
j1···jn

(
|i1↓ → · · · → |im↓

)(
↔j1| → · · · → ↔jn|

)
.

for some T i1···im
j1···jn

↗ C. A quantum state |”↓ on H is thus a rank (1, 0) tensor (a map

H→ ↑ C), and its dual ↔”| is rank (0, 1). Moreover, a matrix M =
∑

ij M i
j |i↓↔j| is
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56 3. TENSOR NETWORKS

a rank (1, 1) tensor. We will depict T diagrammatically as

(15)

which carries m outgoing legs on the left and n incoming legs on the right. Each
leg corresponds to one index of T i1···im

j1···jn
. Our convention is that outgoing legs are

ordered counter-clockwise, while incoming legs are ordered clockwise. Concretely,
in (15) the upper left outgoing leg is i1, the one below is i2, etc.; symmetrically on
the right, the top incoming leg is j1, the next is j2, and so forth.

Tensor contraction

We now describe how to indicate tensor-network contractions. For illustration,
consider a rank (2, 1) tensor

and a rank (1, 2) tensor

Suppose we wish to evaluate
∑

ijk

Ai
jkBjk

i . (16)

Here lower indices pair with upper indices, reflecting vector–covector contraction.
The corresponding diagram is

Reading this against (16), the contracted indices are precisely those whose incoming
and outgoing legs are glued. Only legs with compatible orientations may be joined,
encoding the rule that vectors contract with covectors.

As another instance, for a matrix M =
∑

ij M i
j |i↓↔j|, the trace is drawn as

If M1, M2, ..., Mk are matrices, then their product M1M2 · · · Mk appears as

Multiplication by a scalar

For a tensor T and scalar ω, we notate ω T . In diagrams we simply write
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Tensor products

Given tensors T1 and T2, their tensor product T1 → T2 is represented by

or equivalently by

The ordering (e.g. T1 → T2 versus T2 → T1) will be evident from context.

Taking norms

Matrix norms are often conveniently expressed in this notation. If M is a matrix,
its 1-norm ↘M↘1 is indicated by

Here the diagram for M acts as a placeholder inside ↘M↘1. This is especially useful
when M itself arises from a contraction whose structure we wish to emphasize; for
example, if M =

∑
ijkω Ai

kωB
kω
j |i↓↔j|, then

Tensors with legs of di!erent dimensions

Thus far we have treated rank (m, n) tensors as maps T : H→↑m →H↑n ↑ C. More
generally, consider

T : (H→

1 → · · · → H→

m) → (Hm+1 → · · · → Hm+n) ↑ C,

where the Hilbert spaces need not be isomorphic. The same diagrammatic rules
apply, with the additional restriction that two legs may be contracted only if they
correspond to a Hilbert space and its dual of the same dimension.

As an example, take a state |”↓ ↗ C2 →C3 and its density operator |”↓↔”|. We
will draw the C2 (qubit) legs as solid and the C3 (qutrit) legs as dotted. A partial
trace over the qutrit subsystem reads

(17)

We return to partial traces in greater detail below.
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Identity operator

The identity on H is represented by a single oriented line:

Thus for a state in H,

left-multiplication by the identity leaves the diagram (and therefore the state) un-
changed. Likewise, for the dual state

right-multiplying by the identity returns the same diagram.
For k copies, the identity on H↑k is

If instead the overall Hilbert space is H → H↓ with di!erent factor dimensions, we
take H-legs to be solid and H↓-legs dotted; then

and the evident generalization covers more than two distinct factors.

Resolutions of the identity

If {|”i↓}i is an orthonormal basis of H, then
∑

i |”i↓↔”i| = 1 is depicted by

If instead {|”i↓}i resolves the identity on H → H↓ with non-identical factor dimen-
sions, we analogously draw

Similarly, if {M†

s Ms}s is a POVM on H with
∑

s M†

s Ms = 1, we write

and the same idea extends to H → H↓ and larger tensor products.

Taking traces and partial traces

For a rank (n, n) tensor T : H→↑n →H↑n ↑ C, the trace is tr(T ) =
∑

i1,...,in
T i1···in

i1···in
,

drawn as

A particularly useful identity is the trace of 1 =
∑

i |i↓↔i|, viewed as a rank (1, 1)
tensor:
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Thus a closed loop equals the dimension of the Hilbert space associated to that
curve. For 1d↔d →1d→↔d→ on H →H↓, where dim(H) = d and dim(H↓) = d↓, we have

with solid denoting H and dotted denoting H↓.
Partial traces are handled analogously. Define the partial trace over the ‘kth

subsystem’ by

trk(T ) =
∑

i1,...,ik↑1,ik+1,...,in
j1,...,jk↑1,jk+1,...,jn

(
∑

ik

T i1···in
j1···jn

)
|i1↓↔j1|→· · ·→|ik↗1↓↔jk↗1|→|ik+1↓↔jk+1|→· · ·→|in↓↔jn| .

Note that trω(trk(T )) = trk(trω(T )), so we may write trk,ω(T ), and tr1,...,n(T ) =
tr(T ).

Diagrammatically, the partial trace over the first subsystem is

Over the second subsystem:

and so on.
If the legs of a tensor correspond to Hilbert spaces of di!ering dimensions,

traces and partial traces are still available whenever the paired spaces match. For
example, if T : (H→

1 → · · · → H→

n) → (H↓

1 → · · · → H↓

m) ↑ C and Hk = H↓

k, we may
compute trk(T ). As a simple instance, for |”↓ ↗ H → H↓, the density operator
|”↓↔”| is a (2, 2) tensor (H→ → H→

→) → (H → H↓) ↑ C, and

which matches the example in (17); a similar figure represents tr1(|”↓↔”|).

Isotopies

Tensor-network diagrams are interpreted up to isotopy of the legs: bending or
smoothly deforming them does not change the meaning. For instance, for a product
M1M2 we may equally draw

and the same holds in other cases.
Isotopies need not be planar; e.g.
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Leg crossings are also allowed:

and we will not distinguish over- from under-crossings.
However, we keep fixed the relative ordering of the incoming and outgoing

endpoints. Reordering them would permute the tensor factors on which the tensor
acts. For example, let T : (H→

1 → H→

2) → (H1 → H2) ↑ C be drawn as

Then

corresponds to a tensor on (H→

2 → H→

1) → (H1 → H2), where the dual factors have
been swapped. See also the discussion of permutation operators below.

Permutation operators

Let Sk denote the permutation group on k elements, and let ε ↗ Sk. Define Perm(ε)
acting on H↑k by

Perm(ε)|ϑ1↓ → |ϑ2↓ → · · · → |ϑn↓ = |ϑε↑1(1)↓ → |ϑε↑1(2)↓ → · · · → |ϑε↑1(n)↓

and extend linearly. With this convention we have

Perm(ε) · Perm(ϖ) = Perm(εϖ)

where εϖ denotes the group product (composition ε ≃ ϖ).
These representations admit an especially transparent diagrammatics. For S3

and ε = (123), we draw

which becomes clear upon labeling the endpoints:

The group product is just as visible; e.g., Perm((123)) · Perm((12)) is

with Perm((123)) drawn in red and Perm((12)) in blue for emphasis; allowable
isotopies (without reordering endpoints) show the result is Perm((23)). Note also
that horizontally flipping the diagram for Perm(ε) yields that for Perm(ε↗1).

As another example, acting with Perm((123)) on a state |”↓ ↗ H↑3 gives

making it evident that the tensor factors are permuted according to (123)↗1 =
(132).

In later arguments, when no confusion can arise, we will abbreviate Perm(ε)
simply as ε .
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Transposes and partial transposes

Let M =
∑

i,j M i
j |i↓↔j| be viewed as a rank (1, 1) tensor. Its transpose M t =∑

i,j M i
j |j↓↔i| can be indicated diagrammatically as follows.

Here we dualize each leg by reversing its arrow, then use isotopy to reorient so
the in-arrow enters from the right and the out-arrow exits to the left; this is done
to match the orientation of the diagram on the left.

<latexit sha1_base64="gxCR+Jp8bRkUEF3B3BUeule8NBM=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUY9BL16EBMwDkiXMTnqTMbOzy8ysEEK+wIsHRbz6Sd78GyfJHjSxoKGo6qa7K0gE18Z1v53c2vrG5lZ+u7Czu7d/UDw8auo4VQwbLBaxagdUo+ASG4Ybge1EIY0Cga1gdDvzW0+oNI/lgxkn6Ed0IHnIGTVWqt/3iiW37M5BVomXkRJkqPWKX91+zNIIpWGCat3x3MT4E6oMZwKnhW6qMaFsRAfYsVTSCLU/mR86JWdW6ZMwVrakIXP198SERlqPo8B2RtQM9bI3E//zOqkJr/0Jl0lqULLFojAVxMRk9jXpc4XMiLEllClubyVsSBVlxmZTsCF4yy+vkmal7F2WK/WLUvUmiyMPJ3AK5+DBFVThDmrQAAYIz/AKb86j8+K8Ox+L1pyTzRzDHzifP6dXjNg=</latexit>

M
<latexit sha1_base64="S4V+GwkD/JFssCtbJZ01ybMe67Q=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKewGUY9BL16EiOYByRpmJ5NkyOzsMtMrhCWf4MWDIl79Im/+jZNkD5pY0FBUddPdFcRSGHTdbye3srq2vpHfLGxt7+zuFfcPGiZKNON1FslItwJquBSK11Gg5K1YcxoGkjeD0fXUbz5xbUSkHnAccz+kAyX6glG00v3tI3aLJbfszkCWiZeREmSodYtfnV7EkpArZJIa0/bcGP2UahRM8kmhkxgeUzaiA962VNGQGz+dnTohJ1bpkX6kbSkkM/X3REpDY8ZhYDtDikOz6E3F/7x2gv1LPxUqTpArNl/UTyTBiEz/Jj2hOUM5toQyLeythA2ppgxtOgUbgrf48jJpVMreeblyd1aqXmVx5OEIjuEUPLiAKtxADerAYADP8ApvjnRenHfnY96ac7KZQ/gD5/MHMH+Nvg==</latexit>

M t
<latexit sha1_base64="2Qsdalu/dg77by3FFjV+bjq8QIQ=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUS9C0IvHBMwDkiXMTnqTMbOzy8ysEEK+wIsHRbz6Sd78GyfJHjSxoKGo6qa7K0gE18Z1v53c2vrG5lZ+u7Czu7d/UDw8auo4VQwbLBaxagdUo+ASG4Ybge1EIY0Cga1gdDfzW0+oNI/lgxkn6Ed0IHnIGTVWqt/0iiW37M5BVomXkRJkqPWKX91+zNIIpWGCat3x3MT4E6oMZwKnhW6qMaFsRAfYsVTSCLU/mR86JWdW6ZMwVrakIXP198SERlqPo8B2RtQM9bI3E//zOqkJr/0Jl0lqULLFojAVxMRk9jXpc4XMiLEllClubyVsSBVlxmZTsCF4yy+vkmal7F2WK/WLUvU2iyMPJ3AK5+DBFVThHmrQAAYIz/AKb86j8+K8Ox+L1pyTzRzDHzifP48XjMg=</latexit>=

For a higher-rank tensor, e.g. a rank (2, 2) tensor T =
∑

ijkω T ij
kω |i↓↔k| → |j↓↔ϱ|, we

may transpose only one subsystem; the partial transpose on the second subsystem,∑
ijkω T ij

kω |i↓↔k| → |ϱ↓↔j|, is shown as

<latexit sha1_base64="GnpFZvzCLYEzbeLTNB0PLjjqYJE=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUY9BLx4TyAuSJcxOepMxs7PLzKwQQr7AiwdFvPpJ3vwbJ8keNLGgoajqprsrSATXxnW/ndzG5tb2Tn63sLd/cHhUPD5p6ThVDJssFrHqBFSj4BKbhhuBnUQhjQKB7WB8P/fbT6g0j2XDTBL0IzqUPOSMGivVG/1iyS27C5B14mWkBBlq/eJXbxCzNEJpmKBadz03Mf6UKsOZwFmhl2pMKBvTIXYtlTRC7U8Xh87IhVUGJIyVLWnIQv09MaWR1pMosJ0RNSO96s3F/7xuasJbf8plkhqUbLkoTAUxMZl/TQZcITNiYgllittbCRtRRZmx2RRsCN7qy+ukVSl71+VK/apUvcviyMMZnMMleHADVXiAGjSBAcIzvMKb8+i8OO/Ox7I152Qzp/AHzucPsfOM3w==</latexit>

T

and the same notation extends in the obvious way to higher rank.

Maximally entangled state

The maximally entangled state is |#↓ =
∑

i |i↓|i↓ in the computational basis, taken
unnormalized. We depict |#↓ and its Hermitian conjugate by

<latexit sha1_base64="KpRUWGtnJZwRw7Li3Zs2sHb14AM=">AAAB+XicbVBNS8NAEN34WetX1KOXxSJ4KkkR9SIUvXizgv2AJpTNdpIu3WzC7qZQYv+JFw+KePWfePPfuG1z0NYHA4/3ZpiZF6ScKe0439bK6tr6xmZpq7y9s7u3bx8ctlSSSQpNmvBEdgKigDMBTc00h04qgcQBh3YwvJ367RFIxRLxqMcp+DGJBAsZJdpIPdt+8u5jiIgniYg44OueXXGqzgx4mbgFqaACjZ795fUTmsUgNOVEqa7rpNrPidSMcpiUvUxBSuiQRNA1VJAYlJ/PLp/gU6P0cZhIU0Ljmfp7IiexUuM4MJ0x0QO16E3F/7xupsMrP2cizTQIOl8UZhzrBE9jwH0mgWo+NoRQycytmA6IJFSbsMomBHfx5WXSqlXdi2rt4bxSvyniKKFjdILOkIsuUR3doQZqIopG6Bm9ojcrt16sd+tj3rpiFTNH6A+szx8JCpNF</latexit>

|⌦i =

<latexit sha1_base64="k2SGOYQ1nTCG+vQfvrSq14CLCq8=">AAAB+XicbVBNS8NAEN34WetX1KOXxSJ4KkkR9SIUvXizgv2AJpTNdpIu3WzC7qZQYv+JFw+KePWfePPfuG1z0NYHA4/3ZpiZF6ScKe0439bK6tr6xmZpq7y9s7u3bx8ctlSSSQpNmvBEdgKigDMBTc00h04qgcQBh3YwvJ367RFIxRLxqMcp+DGJBAsZJdpIPdv2OBERB+8+hog84eueXXGqzgx4mbgFqaACjZ795fUTmsUgNOVEqa7rpNrPidSMcpiUvUxBSuiQRNA1VJAYlJ/PLp/gU6P0cZhIU0Ljmfp7IiexUuM4MJ0x0QO16E3F/7xupsMrP2cizTQIOl8UZhzrBE9jwH0mgWo+NoRQycytmA6IJFSbsMomBHfx5WXSqlXdi2rt4bxSvyniKKFjdILOkIsuUR3doQZqIopG6Bm9ojcrt16sd+tj3rpiFTNH6A+szx//eJM/</latexit>

h⌦| =

Let HA ⇐ HB ⇐ HC . Then

(1A → ↔#|BC) (|#↓AB → 1C) =
∑

i

|i↓A↔i|C

(↔#|AB → 1C) (1A → |#↓BC) =
∑

i

|i↓C↔i|A

which we draw as

<latexit sha1_base64="2Qsdalu/dg77by3FFjV+bjq8QIQ=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUS9C0IvHBMwDkiXMTnqTMbOzy8ysEEK+wIsHRbz6Sd78GyfJHjSxoKGo6qa7K0gE18Z1v53c2vrG5lZ+u7Czu7d/UDw8auo4VQwbLBaxagdUo+ASG4Ybge1EIY0Cga1gdDfzW0+oNI/lgxkn6Ed0IHnIGTVWqt/0iiW37M5BVomXkRJkqPWKX91+zNIIpWGCat3x3MT4E6oMZwKnhW6qMaFsRAfYsVTSCLU/mR86JWdW6ZMwVrakIXP198SERlqPo8B2RtQM9bI3E//zOqkJr/0Jl0lqULLFojAVxMRk9jXpc4XMiLEllClubyVsSBVlxmZTsCF4yy+vkmal7F2WK/WLUvU2iyMPJ3AK5+DBFVThHmrQAAYIz/AKb86j8+K8Ox+L1pyTzRzDHzifP48XjMg=</latexit>=

<latexit sha1_base64="2Qsdalu/dg77by3FFjV+bjq8QIQ=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUS9C0IvHBMwDkiXMTnqTMbOzy8ysEEK+wIsHRbz6Sd78GyfJHjSxoKGo6qa7K0gE18Z1v53c2vrG5lZ+u7Czu7d/UDw8auo4VQwbLBaxagdUo+ASG4Ybge1EIY0Cga1gdDfzW0+oNI/lgxkn6Ed0IHnIGTVWqt/0iiW37M5BVomXkRJkqPWKX91+zNIIpWGCat3x3MT4E6oMZwKnhW6qMaFsRAfYsVTSCLU/mR86JWdW6ZMwVrakIXP198SERlqPo8B2RtQM9bI3E//zOqkJr/0Jl0lqULLFojAVxMRk9jXpc4XMiLEllClubyVsSBVlxmZTsCF4yy+vkmal7F2WK/WLUvU2iyMPJ3AK5+DBFVThHmrQAAYIz/AKb86j8+K8Ox+L1pyTzRzDHzifP48XjMg=</latexit>

=

One can view the black dot as implementing a transpose, since it flips the leg’s
orientation; two such dots cancel, reflecting that a double transpose is the identity.
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2. Some applications

We give three initial applications of tensor network diagrams to illustrate how
they illuminate certain kinds of mathematical relationships and proofs in multilin-
ear algebra.

Example 1: A property of the maximally entangled state. First, con-
sider a Hilbert space H ⇐ Cd with an orthonormal basis {|i↓}d

i=1. As discussed

before, the identity matrix can be written as 1 =
∑d

i=1 |i↓↔i|. Then we have the
following definition:

Definition 45 (Maximally entangled state). The (normalized) maximally en-

tangled state on Cd → Cd is given by

|$+↓ :=
1⇒
d

d∑

i=1

|i↓|i↓ .

This is related to our previous notation above by |$+↓ = 1
↘

d
|#↓.

We observe that the maximally entangled state is proportional to the identity ma-
trix if we take the ‘transpose’ of the subsystems, namely |$+↓ ⇑

∑d
i=1 |i↓(↔i|)T =∑d

i=1 |i↓|i↓.
As an aside, the reason we use transpose here, and not Hermitian transpo-

sition, is as follows. Consider a more general state
∑d

i,j=1 cij |i↓|j↓ where the cij

are complex. Upon transposing the second subsystem, we find the linear operator∑d
i,j=1 cij |i↓(|j↓)T =

∑d
i,j=1 cij |i↓↔j|, and conversely we can go from an operator

back to a state via a transposition. Note that the transpose is inert if we group
the cij ’s with the |j↓’s, namely

∑d
i,j=1 |i↓(cij |j↓)T =

∑d
i,j=1 cij |i↓↔j|. But if instead

we considered Hermitian conjugation then, we would have
∑d

i,j=1 cij |i↓(|j↓)† =
∑d

i,j=1 cij |i↓↔j| and
∑d

i,j=1 |i↓(cij |j↓)† =
∑d

i,j=1 c→ij |i↓↔j|, which are not equal. That
is, it would matter if we ‘grouped’ the cij ’s with the |j↓’s or not. Said a di!erent
way, taking the ‘partial Hermitian conjugation’ of a state, operator, or tensor vi-
olates multilinearity, whereas taking a ‘partial transpose’ maintains multilinearity.
This is why partial transposition is a valid operation to do.

With the above considerations in mind, we can represent the maximally entan-
gled state by the tensor

which is proportional to the identity tensor with a transpose inserted in. Now
consider an operator A → 1 on Cd → Cd. Then applying this operator to |$+↓ and
applying elementary tensor network manipulations, we find

Thus we see that

(A → 1)|$+↓ = (1→ AT )|$+↓ ,
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which is a useful property of the maximally entangled state.

Example 2: SWAP trick and SWAP test. Let us define that swap operator
SWAP : Cd → Cd ↑ Cd → Cd by its action on basis states as

SWAP|i↓|j↓ = |j↓|i↓

for all i, j. The action of SWAP extends to other states by multilinearity, and is
a permutation operator on two tensor factors. We observe that SWAP† = SWAP,
and SWAP2 = 1, so it is both Hermitian and unitary. In line with our notation
above, SWAP is expressed diagrammatically as

<latexit sha1_base64="fq8awv2yGTJSIn+2N6HyVn3WYQs=">AAAB/XicbVDLSsNAFJ34rPUVHzs3g0VwISURqW6EqhuXFe0DmlAm00k7dDIJMzdiDcVfceNCEbf+hzv/xuljoa0HLhzOuZd77wkSwTU4zrc1N7+wuLScW8mvrq1vbNpb2zUdp4qyKo1FrBoB0UxwyarAQbBGohiJAsHqQe9q6NfvmdI8lnfQT5gfkY7kIacEjNSydz1gD6DD7LZ+URlg7+jcVMsuOEVnBDxL3AkpoAkqLfvLa8c0jZgEKojWTddJwM+IAk4FG+S9VLOE0B7psKahkkRM+9no+gE+MEobh7EyJQGP1N8TGYm07keB6YwIdPW0NxT/85ophGd+xmWSApN0vChMBYYYD6PAba4YBdE3hFDFza2YdokiFExgeROCO/3yLKkdF91SsXRzUihfTuLIoT20jw6Ri05RGV2jCqoiih7RM3pFb9aT9WK9Wx/j1jlrMrOD/sD6/AHmG5Q4</latexit>

SWAP =

Now let A and B be linear operators acting on Cd. We have

<latexit sha1_base64="KNcOZTU43XxVpPSPjHRBAygaoKo=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHaJUY+oF4+QyCOBDZkdemFkdnYzM2tCCF/gxYPGePWTvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR3cxvPaHSPJYPZpygH9GB5CFn1FipftMrltyyOwdZJV5GSpCh1it+dfsxSyOUhgmqdcdzE+NPqDKcCZwWuqnGhLIRHWDHUkkj1P5kfuiUnFmlT8JY2ZKGzNXfExMaaT2OAtsZUTPUy95M/M/rpCa89idcJqlByRaLwlQQE5PZ16TPFTIjxpZQpri9lbAhVZQZm03BhuAtv7xKmpWyd1mu1C9K1dssjjycwCmcgwdXUIV7qEEDGCA8wyu8OY/Oi/PufCxac042cwx/4Hz+AJUnjMw=</latexit>

A
<latexit sha1_base64="NyHPVUVlO6gTN6ogtLJ2PdsLuH0=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHaNQY8ELx4hkUcCGzI7NDAyO7uZmTUhG77AiweN8eonefNvHGAPClbSSaWqO91dQSy4Nq777eQ2Nre2d/K7hb39g8Oj4vFJS0eJYthkkYhUJ6AaBZfYNNwI7MQKaRgIbAeTu7nffkKleSQfzDRGP6QjyYecUWOlRq1fLLlldwGyTryMlCBDvV/86g0iloQoDRNU667nxsZPqTKcCZwVeonGmLIJHWHXUklD1H66OHRGLqwyIMNI2ZKGLNTfEykNtZ6Gge0MqRnrVW8u/ud1EzO89VMu48SgZMtFw0QQE5H512TAFTIjppZQpri9lbAxVZQZm03BhuCtvrxOWldlr1KuNK5L1VoWRx7O4BwuwYMbqMI91KEJDBCe4RXenEfnxXl3PpatOSebOYU/cD5/AJfzjNE=</latexit>

B

<latexit sha1_base64="2Qsdalu/dg77by3FFjV+bjq8QIQ=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKewGUS9C0IvHBMwDkiXMTnqTMbOzy8ysEEK+wIsHRbz6Sd78GyfJHjSxoKGo6qa7K0gE18Z1v53c2vrG5lZ+u7Czu7d/UDw8auo4VQwbLBaxagdUo+ASG4Ybge1EIY0Cga1gdDfzW0+oNI/lgxkn6Ed0IHnIGTVWqt/0iiW37M5BVomXkRJkqPWKX91+zNIIpWGCat3x3MT4E6oMZwKnhW6qMaFsRAfYsVTSCLU/mR86JWdW6ZMwVrakIXP198SERlqPo8B2RtQM9bI3E//zOqkJr/0Jl0lqULLFojAVxMRk9jXpc4XMiLEllClubyVsSBVlxmZTsCF4yy+vkmal7F2WK/WLUvU2iyMPJ3AK5+DBFVThHmrQAAYIz/AKb86j8+K8Ox+L1pyTzRzDHzifP48XjMg=</latexit>=

<latexit sha1_base64="KNcOZTU43XxVpPSPjHRBAygaoKo=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHaJUY+oF4+QyCOBDZkdemFkdnYzM2tCCF/gxYPGePWTvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR3cxvPaHSPJYPZpygH9GB5CFn1FipftMrltyyOwdZJV5GSpCh1it+dfsxSyOUhgmqdcdzE+NPqDKcCZwWuqnGhLIRHWDHUkkj1P5kfuiUnFmlT8JY2ZKGzNXfExMaaT2OAtsZUTPUy95M/M/rpCa89idcJqlByRaLwlQQE5PZ16TPFTIjxpZQpri9lbAhVZQZm03BhuAtv7xKmpWyd1mu1C9K1dssjjycwCmcgwdXUIV7qEEDGCA8wyu8OY/Oi/PufCxac042cwx/4Hz+AJUnjMw=</latexit>

A
<latexit sha1_base64="NyHPVUVlO6gTN6ogtLJ2PdsLuH0=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHaNQY8ELx4hkUcCGzI7NDAyO7uZmTUhG77AiweN8eonefNvHGAPClbSSaWqO91dQSy4Nq777eQ2Nre2d/K7hb39g8Oj4vFJS0eJYthkkYhUJ6AaBZfYNNwI7MQKaRgIbAeTu7nffkKleSQfzDRGP6QjyYecUWOlRq1fLLlldwGyTryMlCBDvV/86g0iloQoDRNU667nxsZPqTKcCZwVeonGmLIJHWHXUklD1H66OHRGLqwyIMNI2ZKGLNTfEykNtZ6Gge0MqRnrVW8u/ud1EzO89VMu48SgZMtFw0QQE5H512TAFTIjppZQpri9lbAxVZQZm03BhuCtvrxOWldlr1KuNK5L1VoWRx7O4BwuwYMbqMI91KEJDBCe4RXenEfnxXl3PpatOSebOYU/cD5/AJfzjNE=</latexit>

B

and so we have shown that tr(SWAP · A → B) = tr(AB).
The above identity is the foundation for the so-called swap test. Suppose we

are given two states |”↓ and |$↓ and want to test if they are the same or not. Since
the states in question are pure, their corresponding density matrices are |”↓↔”|
and |$↓↔$|. Since SWAP is a Hermitian operator, it is an observable, and so we are
welcome to compute the ‘observable’ expectation value

tr(SWAP |”↓↔”| → |$↓↔$|) = |↔”|$↓|2 ,

which gives the overlap of the two states. Thus, the overlap between two given
states is observable; if it is close to one then states are close to being parallel; if it
is close to being zero then the states are close to being orthogonal.

The swap test can also be used for the task of purity testing. We will return
to this in more detail later, but informally, if we are given copies of a density
matrix ς, we would like to ascertain how close it is to being ‘rank one’ or ‘pure’.
Diagonalizing ς as ς =

∑d
i=1 pi|vi↓↔vi| where pi ⇓ 0 and

∑d
i=1 pi = 1, we see that

performing the swap test on two copies of ς we obtain

tr(SWAP ς → ς) = tr(ς2) =
d∑

i=1

p2i .

If ς is pure (so that one pi = 1 and all the rest are zero), then the right-hand side
of the above is one; if ς is impure, then the right-hand side is less than one. Indeed,
the smallness of

∑d
i=1 p2i is a measure of the impurity of ς.

As a special case of purity testing, consider a pure state density matrix |”↓↔”|
and a maximally mixed density matrix 1

d 1. Then if we perform the swap test on
two copies of |”↓↔”|, we find

tr(SWAP |”↓↔”| → |”↓↔”|) = 1 ,



64 3. TENSOR NETWORKS

whereas if we perform the swap test on 1
d 1 we find

tr(SWAP
1

d
→ 1

d
) =

1

d
.

If d is large, then the di!erence between the ‘pure state’ and ‘maximally mixed
state’ swap tests is stark; the former is one, and the latter is 1/d which is close to
zero.

Example 3: A completeness identity for orthonormal operator bases.
For our final example, we derive a rather interesting (and useful) identity. First we
require a definition.

Definition 46 (Hilbert-Schmidt inner product). Consider Cd↔d as a vector space
of d ⇔ d matrices. We can turn it into a Hilbert space in its own right via the
Hilbert-Schmidt inner product

↔A, B↓HS := tr(A†B) =
d∑

i,j=1

A→

ijBij .

Let {Mi}d2

i=1 be a complete orthonormal basis of linear operators on Cd. (We note
that there must be d2 such basis elements since the dimension of the space of d ⇔ d
matrices is d2.) Here we mean orthonormal with respect to the Hilbert-Schmidt
inner product. Orthonormality means that

↔Mi, Mj↓HS = tr(M†

i Mj) = φij , (18)

and completeness means that any operator A can be written as A =
∑d2

i=1 ci Mi for
some coe%cients ci. In fact, using (18) fixes the ci’s to be

A =
d2∑

i=1

tr(M†

i A) Mi , (19)

namely ci = ↔Mi, A↓HS = tr(M†

i A).
We can write (19) diagrammatically as

and since it holds for all A, we can remove the A to find the tensor identity
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Since the above is a tensor identity, we are welcome to stick in an operator B on
Cd → Cd; this gives

Now if we happen to choose B = SWAP, we find

where we have labeled the ends of the tensor legs with indices for clarity. The above
can be written in an algebraic form as the identity

d∑

i=1

Mi → M†

i = SWAP .

This is a striking identity. As an example if d = 2n, we can let {Mi}4
n

i=1 be the set
of n-qubit normalized Pauli strings { 1

2n/2 Pi}4
n

i=1 which form an orthonormal basis

of C2n↑2n with respect to the Hilbert-Schmidt inner product. Thus we find

1

2n

4n∑

i=1

Pi → Pi = SWAP ,

where we have used that P †

i = Pi for Pauli strings. Since the Paulis include the
identity operator, sometimes the above is rearranged as

∑

Pi ≃=1

Pi → Pi = 2n SWAP ↖ 1→ 1 .
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